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Abstract

In this paper, we are using Caffe library which is deep learning framework maintained and developed
by Berkeley Vision and Learning Center(BLVC). Convolution Neural Network(CNN) is an image learning
algorithm for classification objects which is a heavy duty for computer. But in many situations, such as
building a small robot which do not have enough space to put a PC or laptop on it to do image processing.
In this case, we need a small computer so called embedded system which is powerful enough to do this job.
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1 Introduction

Machine learning systems automatically learn pro-
grams from data. This is often a very attractive alter-
native to manually constructing them, and in the last
decade the use of machine learning has spread rapidly
throughout computer science and beyond. Machine
learning is used in web search, spam filters, recom-
mender systems, ad placement, credit scoring, fraud
detection, stock trading, drug design, and many other
applications. Machine learning have many different
types and Convolution Neural Network(CNN) is one
of them.

In this paper, we go to use CNN which has been used
on image recognition and voice analysis field widely.
The benefit of CNN is, it use share weights struc-
ture which is more likely biology neural network. And
can decrease network model complexity and number
of weights quantity. The advantage can be more ob-
viously when input is a high dimension images. CNN
is a special design of multilayer perceptron(MLP), this
structure have a high invariance to shifting, scaling,
rotation, or other invariant processing.

Figure 1: Convolution Neural Network Structure
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CNN is a multilayer neural network which is shown
in Fig.1. Every layer is made up of many two dimension
plane, and every plane is made up of many indepen-
dent neurons. The concept of CNN is like below: First
layer we also called input layer, CX layer called convo-
tion layer, SX layer called sub-sampling layer and then
full connection to output layer. Convolution is to get
the feature from previous layer, using convolution can
make feature more obvious and decrease noise. Sub-
sampling or down-sampling, can reducing size of signal
and still can remain useful information.
First covolution first layer by 5*5 patch convert CX

layer into six 28*28 feature maps, then use 2*2 patch
sum up and add a bias, finally through sigmoid activa-
tion function, to scaling down 4 times smaller feature
map become SX+1 which shown in Fig.2.
Continue loop convolution and sub-sampling to the
end, then calculate the error between output and train-
ing data. Do backward processing to update all weights
and baises.

Figure 2: Convolution and Sub-sampling Procedure



2 Objective

Transplant big and heavy object recognize algorithm
structure into efficiency and light which can be imple-
ment on embedded system.

3 Method

3.1 Convolution Layers

At a convolution layer, the previous layers feature maps
are convolved with learnable kernels and put through
the activation function to form the output feature map.
Each output map may combine convolutions with mul-
tiple input maps. In general, we have that:

xlj = f(
∑
i∈Mj

xl−1i ∗ klij + blj) (1)

where Mj represents a selection of input maps. Each
output map is given an additive bias b, however for a
particular output map, the input maps will be con-
volved with distinct kernels. That is to say, if output
map j and map k both sum over input map i, then the
kernels applied to map i are different for output maps
j and k.

3.2 Sub-sampling Layers

A subsampling layer produces downsampled versions of
the input maps. If there are N input maps, then there
will be exactly N output maps, although the output
maps will be smaller. More formally,

xlj = f(βl
jdown(xl−1j ) + blj) (2)

where down(.) represents a sub-sampling function.
Typically this function will sum over each distinct n-
by-n block in the input image so that the output image
is n-times smaller along both spatial dimensions. Each
output map is given its own multiplicative bias and an
additive bias b. We can also simply throw away every
other sample in the image.

3.3 Embedded System

In order to use embedded system to process CNN
algorithm heavy duty on computing, which need pow-
erful CPU, and need parallel processor to deal with
CNN. And small size and low power Consumption
for small robot which don’t have too many space for
circuit board and battery. Our solution is Parallella
board shown in Fig.3.

Table 1: Parallella Specifications
Processor ARM Dual-core A9 @1GHz
Coprocessor Epiphany 16-core CPU
Size 90mm*55mm*18mm
Power Consumption <5 Watt

Figure 3: Parallella Board

3.4 Program

This is program structure shown in Fig.4. First We-
bcam get image information through USB cable go to
Client side which we use Windows as operating system,
and convert from image stream into picture using JPG
format. Through Internet sent picture to server side
which is Parallella board, here we use Ubuntu 14.04
as operating system. CNN algorithm will recognize it
and sent result back to client side.

Figure 4: Program Structure

3.5 Caffe Library

Caffe library provides a clean and modifiable frame-
work for state-of-the-art deep learning algorithms and
a collection of reference models. The framework is a
BSD-licensed C++ library with Python and MATLAB
bindings for training and deploying general-purpose
convolution neural network and other deep models ef-
ficiently on commodity architectures. Caffe is main-
tained and developed by the Berkeley Vision and



Learning Center(BVLC). Caffe is easy to build layer
structure and setting parameters such as connect struc-
ture, type of math to process input data, kernel size,
output number to generate output data to next layer
shown in Fig.5, Fig.6.

Figure 5: Create Layers

Figure 6: Create Layers

4 Results

In this paper, we are using ImageNet database
(ILSVRC12 challenge) for training CNN which contain
category, each category have 1200 images for training.
Total 12 milion images, 138GB for classification.

In Table 2. we compare Caffe run on PC in CPU
mode and GPU mode with Parallella in CPU mode.
Operating sysyem of PC is running Ubuntu 12.04
with Nvidia GTX960 graphic card. As the result, PC
running Caffe library on graphic card is 189 times
faster and running Caffe Library on PC in CPU mode
is 9.7 times faster than transplant Caffe library on
Parallella board.

Table 2: Parallella result
Processor PC(CPU) PC(GPU) Parallella(CPU)
Time(sec) 2.5(x9.7) 0.128(x189) 24.2(x1)

We design a classification system to recog-
nize objects which have learned from ImageNet
database(ILSVRC12 challenge). According to the pos-
sibility that classification system have recognized, sort-
ing into a list from top to low, and we choose top 5
rate catagory into considered list and show result in
textbox. As the result, in Fig.7 classification system
can recognize flog as tree flog and mountain as vol-
cano.

Figure 7: CNN Result

Regions with Convolutional Neural Network(R-
CNN) is a state-of-the-art visual object detection sys-
tem that combines bottom-up region proposals with
rich features computed by a convolutional neural net-
work. With these technique, algorithm can detect
where object and classification at the same time. The
result is shown in Fig.7.

5 Conclusions

In this paper, we transplant caffe library into Parallella
board. We can directly send image we want to recog-
nize through Internet and embedded system will run
convolution neural network, do image classification.
After all recognition procedure Parallella board will
sent result back through Internet and waitting for
next image.



Figure 8: R-CNN Result
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